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About 45 million individuals all over the globe are dealing with Bipolar Disorder (BD), a mental illness that 

affects the brain. It's also known as manic depression because it results in drastic changes in a person's level of 

energy, their conduct, and their emotional state. Researchers have shown that BD is associated with significant 

volumetric alterations in neural networks in the brain, as opposed to those seen in a healthy individual (HP). 

Progress has been made in predicting using retinal vasculature, where the brain and retina have a similar biomarker 

structure, utilizing machine learning and deep learning, which is still the most popular method of categorization. 

This research proposed Bipolar disorder detection using machine learning and deep learning (BD-MDL) 

framework has involving to increasing the BDD accuracy rate. This study used a bipolar dataset that was scaled 

using a decision tree regressor with standard scalar and to choose the optimal features to use in a subsequent round 

of feature selection using random forest (RF) and Logistic regression (LR). Convolutional neural networks (CNN) 

with long short term memory (LSTM) were used throughout both training and evaluation with improved Adam 

optimization (IAO). Finally the classification has done with Stacking ensemble algorithm used to find the best 

model for predicting Bipolar Disorder. 

Keywords: Convolutional neural network (CNN), Logistic regression (LR), decision tree (DT) 

 

I.INTRODUCTION 

Bipolar disorder is a mental illness that may have devastating repercussions on a person's well-being. 

The heritability of the risk for developing bipolar disorder is emphasized. Manic-depressive sickness is a persistent 

mental disorder characterized by periods of mania and depression. Only 2% of the world's population experiences 

any form of bipolar illness. Due to the overlap in symptoms, bipolar illness and Major Depressive Disorder (MDD) 

are often misunderstood. Misdiagnosis may have serious consequences in a person's daily life. The possibility of 

a suicide attempt increases as a result of this. Mood fluctuations, anger, depression, anxiety, and inability to sleep 

are all hallmarks of bipolar illness. According to some, anti-psychotic drugs are more successful in managing 

bipolar illness. Mental illness is best diagnosed using the criteria laid forth in the fifth edition of the Diagnostic 

and Statistical Manual of Mental Disorders (DSM-V) published by the American Psychiatric Association. There 

are a variety of factors contributing to the worrying increase in the number of individuals struggling with mental 

health issues. It's an added cost for healthcare providers to examine each patient thoroughly. The need for a 

sophisticated computer model for the analysis of mental diseases is growing. Focusing on removing the 

overlapping genetic link between schizophrenia and bipolar illness, this study aims to construct a highly reliable 

computational model to find gene biomarkers for both conditions. 

Types of bipolar disorder: 

Manic episodes lasting 7 days or longer, or severe mania requiring hospitalization, characterize Bipolar 

I illness. They may also go through a significant depressed episode that lasts for at least two weeks. A person may 

be diagnosed with bipolar I without ever having had an episode like this. Mania and sadness are symptoms of 

bipolar II condition, however the manic episodes are milder than those of bipolar I and are referred to as 

hypomania. A major depressive episode may occur either before or after a manic episode in a person with bipolar 

II. Symptoms of hypomania and sadness that persist for 2 years or more in adults and 1 year or more in children 

constitute cyclothymic disorder, also known as cyclothymia. These manifestations are not typical of either mania 
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or depression. When a person has one of these conditions, they may suffer symptoms that aren't represented in the 

other forms. Causes of these symptoms might be anything from drug or alcohol usage to medical issues. 

The main contributions of this paper as follows 

 Dataset pre-processing using standard scalar with decision tree regressor 

 The best features are selected by using RF and LR 

 The dataset was trained using CNN with LSTM as a DL model 

 Optimization has been done with improved adam optimization 

 Classification has been done with stacking ensemble algorithms 

Section II analyses the current literature on BD prediction, Section III explains the BD-MDL technique, 

Section IV contains findings and results, and Section V discussed with conclusion and future scope. 

 

II. BACKGROUND STUDY 

Elujide et al. (2021) [5] Multilayer perception (MLP), support vector machine (SVM), random forest 

(RF), and decision tree (DT) were used by these authors (DT). These authors were done to find hidden patterns in 

patient data and categorize Psychotic Disorder Diseases like Bipolar Disorder, Vascular Dementia, Insomnia, 

Schizophrenia, and attention-deficit/hyperactivity disorder (ADHD) for doctors. The structures were valuable data 

correlation tools for iterative optimization. Deep Learning Neural Networks outperformed machine learning 

strategies in accuracy, actual positive rate, and false positive rate. The suggested methodologies and ensemble 

machine learning on the same dataset showed schizophrenia as the most accurate condition and ADHD as the 

least accurate. The obtained result demonstrated that the deep neural network outperformed the multilayer 

perception (MLP) model with a class imbalance accuracy of 75.1% against 58.44%. 

Librenza-Garciaet al (2017)[9] Neuroimaging studies may help distinguish bipolar disorder (BD) from 

healthy controls and other psychiatric diagnoses. It may help correct BD misdiagnosis and diagnostic delay. This 

meta-analysis of diagnostic accuracy neuroimaging studies compared bipolar disorder patients to healthy controls. 

Machine learning can also access at-risk individuals, such as the children of bipolar parents. Targeted therapies 

may prevent high-risk prodromes from becoming full-blown diseases using machine learning. Machine learning 

may predict a patient's best treatment after diagnosis. Predicting treatment response can shorten depressive 

episodes and tailor maintenance therapy—the lack of population studies to verify most machine learning 

techniques. 

Martinuzzi et al. (2021)[14] Identify blood biomarkers that discriminate MDD from Bipolar disorder 

(BD) patients when in a depressed state. We have used clinical data and serum samples from two independent 

naturalistic cohorts of patients with a Major Depressive Episode (MDE) who fulfilled the criteria of either BD or 

MDD at inclusion. The replication group froze blood samples up to three times, perhaps creating noise. Second, 

the replication group was observed six months following enrollment, whereas the discovery cohort was clinically 

assessed and sampled once. 

N. -F. Jie et al. (2015)[16], this author's multivariate feature selection study to classify  Bipolar disorder 

(BD) and Major Depressive Episodes (MDD) utilizing several modalities. A forward-backwards technique was 

used to extract highly discriminative features from functional and structural modalities for bipolar and major 

depressive illnesses, resulting in excellent classification accuracy. The default mode network with atypical nodes 

only detected bipolar people. These data-driven discoveries suggest biomarkers for BD and MDD. Support vector 

machine with a forward-backwards search strategy (SVM-FoBa) found the best local solution by overcoming 

greedy techniques' fundamental problems. Our sample was small. Comparative research should include more 

participants. 

Poletti et al. (2020)[20] These authors predicted mood disorder differential diagnosis by analyzing 

plasma levels of 54 cytokines, chemokines, and growth factors in 81 depressed bipolar patients and 127 depressed 

major depressive patients. Thirty-two healthy controls had clinical diagnoses predicted. The results contribute to 

biomarker translation into clinical practice early BD identification and novel depressive disorder therapy. Patients 

were selected from a single site and ethnic group, increasing population stratification and limiting generalizability. 

The absence of age- and gender-matched control groups may impede generalization even more. The research did 

not address alcohol or cigarette use. 

S. Gao et al. (2017)[22] These authors used an enhanced pattern classification method to find 

discriminative functional connectivity patterns for Bipolar disorder (BD) and Major Depressive Episode(MDD) 
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diagnosis in new subjects. Our approach outperformed the original method in classification precision. 

Discriminative functional brain networks were found during training, and merging related independent 

components helped diagnose new patients. That technique's 10-fold cross-validation took 39.8 hours, which was 

long. 

V. Vasu and M. Indiramma (2020)[23] Datasets helped study psychological disorders with the correct 

classifier. Electrocardiogram(ECG) data is more accurate yet not dependent on heart rate variability mode. Retinal 

scans predict bipolar disorder better since the brain and retina have comparable morphologies. Since many 

researchers used unfamiliar technologies, the analyses were less accessible. Prior probability sensitivity unstable 

decision trees may occur from little data changes. 

 

III. MATERIALS AND METHODS 

Bipolar Disorder detection utilizing deep learning and machine learning is discussed in this part. The 

proposed approach has five steps: (1) data preprocessing, (2) hybrid ML feature selection, (3) training, (4) ML 

classification, and (5) a comparison of ML classification methods. 

3.1 Dataset: 

 The benchmark datasets are downloaded from Kaggle.com website 

https://www.kaggle.com/datasets/arashnic/the-depression-dataset. The dataset contains control and condition 

EEG datasets. The dataset contains 50.6 MB size. 

. 3.2 Data Pre-Processing  

Data pre-processing is the most crucial phase. The majority of healthcare data has missing values and 

other contaminants that diminish the data's use. Data preprocessing enhances the quality and efficacy of the 

discoveries acquired via data mining. The use of machine learning algorithms to the dataset is essential for 

accurate findings and accurate prediction. The Bipolar dataset needs two levels of preprocessing. 

To normalize the feature set by removing outliers and scaling the variance to one unit. Calculating the 

standard score is as follows: 

 𝑌𝑠 = 𝑧 =
𝑥−𝜇

𝜎
 ------------ (1) 

Where Ys denotes the dataset, z represents normalization, x denotes number attributes, 𝜇 denotes the 

empty attributes and 𝜎 denotes the number of rows. 

Numerous ML estimators employ the standardization of a dataset as criteria; they may exhibit 

undesirable behavior if the individual features do not correspond to standard normally distributed data. 

Classification and regression rely heavily on decision trees. The tree structure of the decision tree model 

represents the process of categorizing events according to their attributes. A collection of if-then rules and 

conditional probability distributions defined in feature and class space. 

Attribute X information gain, Y denotes the normalized dataset 

 𝐺𝑎𝑖𝑛(𝑋) = 𝐼𝑛𝑓𝑜(𝑌) − 𝐼𝑛𝑓𝑜 𝐴(𝑌) ---------- (2) 

Pre-processing information entropy 

𝐼𝑛𝑓𝑜(𝑌) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑌) = − ∑ 𝑝(𝑗|𝑌)𝑙𝑜𝑔𝑝(𝑗/𝑑)𝑗  --------(3) 

Distribution information entropy 

𝐼𝑛𝑓𝑜𝑋(𝑌) = ∑
𝑛𝑖

𝑛

𝑣
𝑖=1 𝐼𝑛𝑓𝑜(𝑌𝑖) --------- (4) 

Where eq (3) ∑ 𝑝(𝑗|𝑌)𝑗  the decision tree checks  the left node and right node, 𝑙𝑜𝑔𝑝 (
𝑗

𝑑
) denotes logarithm of node 

checking of pre-processing. 

In eq (4) information entropy has filling the missing values as denotes ∑
𝑛𝑖

𝑛

𝑣
𝑖=1  
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Figure 1:Architetcure Diagram for BD-MDL Model 

3.3 Hybrid Feature Selection  

Random Forest 

Sample dataset Ds is included in the M-dimensional feature space X. A random forest is utilized to 

choose numerous excellent P trees; from these P trees, the number of Q uncorrelated good trees is then calculated. 

The five steps illustrate constructing an enhanced random forest with X and Q uncorrelated high-performance 

trees. 

Step 1: Using the bagging technique, randomly sample D with replacement to generate K in-of-bag data 

subsets IOB1, IOB2,..., IOBK. 

Step 2: Create a tree classifier for each IOBi subset of in-of-bag data and give it an evaluation value. This 

procedure should be repeated until all trees have been harvested; 

Step 3: Sort these K trees by the area under the curve in increasing order (AUC);  

Step 5: Enhanced random forest construction: relationships are detected between the projected 

probabilities of various P trees. 

Logistic Regression 

 The logistic regression model is explained as follows. 

Pi may be represented in terms of the explanatory variables xij, xi2. . . , xi and k denote the number of features. 

𝑃𝑖 =
1

1+𝑒𝑥𝑝(∑ 𝛽𝑖𝑥𝑖𝑗
𝑘
𝑗=1 )

 ------- (5) 

In eq (6), get a linear connection between logit (pi) and the explanatory variables when applying the logit 

transformation to (eq 6) 

𝑙𝑜𝑔𝑖𝑡(𝑝𝑖) = log (
𝑝𝑖

1−𝑝𝑖
) --------- (6) 

The model's logit form is sometimes denoted by the equation (6). logit (pi) is the log odds (or the 

logarithm of the probabilities) of success for the explanatory variables xi,1, xi,2,..., xi k. 
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Figure 2: Feature importance Chart 

The feature characteristics compared bipolar disorder with  ages. We can also include days, edu, inpatient 

etc. 

3.4 Training using CNN with LSTM 

According to interconnected layer takes its name from the fact that each neuron in one layer is coupled 

to each neuron in the layer above. Typically, the final layers of a CNN consist of two to three wholly linked layers. 

Fully linked layers are enabled after an affine transformation, including matrix manipulation and the addition of 

bias values. The layers preceding the fully linked layer are responsible for feature extraction.    With promising 

outcomes, it is heartening to see academics using CNN's potential computer vision breakthroughs for BD 

prediction. Consequently, we have presented a hybrid network for anticipating blood cell cancer that incorporates 

CNN and LSTM. CNN is one of the most important nodes in this network. LSTM recognizes and analyses the 

CNN output sequence after the CNN layer. To extract temporal features from BD variables, the CNN network 

aids the process. As a result, the LSTM network is more accurate in predicting BD. The convolutional and pooling 

layers are hidden layers in CNN on past training models. The Kaggle repository's "BD Data Set" is used in the 

proposed technique. The network mentioned above's convolutional layers will minimize spectral dispersion. 

CNN's local connections and weight-sharing features allow the model to discover local patterns with fewer tuning 

parameters. Some translation invariance is included in CNN with RESNet150 to its "local and global pooling" 

layers.  

ℎ(𝑠) = 𝑓ℎ(𝐴ℎℎℎ(𝑠−1) + 𝐴𝑖ℎ𝑥(𝑠)𝑊𝑖𝑠ℎ(𝑠) + 𝑏ℎ) ----------------- (7) 

𝑦(𝑠) = 𝑓0(𝐴ℎ𝑜ℎ(𝑠) + 𝑏𝑜) -------- (8) 

Where 

𝑋𝑠                                             - the input data 

ℎ𝑠                                              - the hidden layer units 

𝑦𝑠                                              - the output 

𝐴𝑖ℎ′ , 𝐴ℎℎ 𝑎𝑛𝑑 𝐴ℎ𝑜                 - the transformation matrices between 𝑋(𝑠)& ℎ(𝑠), ℎ(𝑠−1)&ℎ𝑠  𝑎𝑛𝑑 ℎ(𝑠)&𝑦𝑠 

𝑏ℎ  𝑎𝑛𝑑 𝑏𝑜                                - the constant bias terms 

𝑓ℎ 𝑎𝑛𝑑 𝑓𝑜                                  - the no-linear activation function 

Some function of this net input is the activity or state of RCL, which is given by 

𝑧𝑖𝑗𝑘(𝑡) = 𝑓(𝑔(𝑋𝑖𝑗𝑘)) --------------- (9) 

Where g, the rectified linear activation function is defined by g((𝑥𝑖𝑗𝑘(𝑡)) = max (𝑥𝑖𝑗𝑘(𝑡), 0) and f is the local 

response normalization (LRN) function defined by  

𝑓 (𝑔(𝑥𝑖𝑗𝑘)) =
𝑔(𝑥𝑖𝑗𝑘(𝑡))

(1+
𝑎

𝑛
∑ (𝑔(𝑥𝑖𝑗𝑘′

𝑘′=min(𝐾,𝑘+
𝑛
2)

𝑘′=max(0,𝑘−
𝑛
2)

(𝑡)))2)𝛽

 ------- (10) 

Here k is the total number of feature maps in the current layer α, and β are constants of normalization. 

3.5 Improved ADAM Optimization 

Adam is an optimization approach for stochastic gradient descent training model replacement in deep 

learning. Adam could be able to lose weight. As a result, we enhanced the Adam optimization method to reduce 

model weights. 

3.6  Stacking Ensemble classification 
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Embedding the SVM with DT, LR and GNB is arranged as stacking ensemble classification 

 
 

IV. IMPLEMENTATION RESULTS 

 The implementation has done by using python programming language. 

 

//Pseudocode: bipolar disorder  prediction 

Begin 

Bipolar  attributes (∑ 𝑓(𝑖)20
𝑛=1 ) 

Input: 

1: F0…F14 

2: R←Pre-Processed set x←indiviudal features total ← No.of Outcome U←Matrix of 

features uij← individual feature 

3: Initialize 

4: comment1=0; date2=0; likes1=0; dislikes2=0; I=0; U(0) 

5:Begin 

6: For N in 1 to 1024 

7: If (is empty f(i)) 

8: if(isnumeric f(i)) 

9: If (isnan f(i)) 

10: R← {F(1)…F(n)} 

11: End for 

12:Repeat 

13: For f(i)€N 

14: Calculate the feature importance f(i) C(k)=[Cij] with U(k) 

15: Selecting the importance feature set Update uij =[Cij] U(k) 

16: Classification done with DT+ LR+SVM+NB 

17: Analyze classification performance metrics like accuracy, precision, recall, fmeasure 

18: comparative analysis of Classification algorithms 
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(a) Log activity 

 
(b) Sqrt Activity 

 

Figure 3:  Activity with Density diagram 

 
Figure 4: Mean activity control and condition chart 
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Figure 5: Zero activity Count of a Depressed and Non depressed Patient 

 
Figure 6: Depressed data flow as different parameters 
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Figure 7: Depressed scatter flow diagram 

 
Figure 8:Correlation matrix 

 
Figure 9: Activity histogram 
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Figure 10: Timestamp activity plot 

 
Figure 11: Patients activity with date 

 

V.  RESULTS AND DISCUSSION 

The Implementation has been accomplished using the programming language Python. DT, SVM, LR, 

and GNB are embedded with stacking classification algorithms that have been developed and evaluated.. 

 True Positives (TP): TP is a legitimate, recognized, and approved class value.  

 True Negatives: TN is an erroneous value assigned to an improper class. 

 False Positives: FP is an incorrect value that has been mislabeled as an acceptable class 

 False Negatives: FN is a valid value improperly designated as an unsuitable class..  

𝐴𝐶𝐶𝑈𝑅𝐴𝐶𝑌 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁)
 -------- (11)  

The precision parameter sets the maximum number of valid values 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
𝑇𝑃

𝑇𝑃+𝐹𝑃
 ------------ (12)  

 The recall parameter specifies the number of relevant values that have been determined. Divide the true 

positive value by the total of the true positive and false negative values to get the recall value: 

𝑅𝑒𝑐𝑎𝑙𝑙
𝑇𝑃

𝑇𝑃+𝐹𝑁
 ------------ (13)  

 These are the greatest methods for determining measurement outcomes, but choosing the right one is 

challenging with this technique. As a result, the F-measure now has a uniform unit for measuring results. The F-

measure method improves both accuracy and memory by determining the harmonic mean of both.: 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒
2 𝑥 (𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑟𝑒𝑐𝑎𝑙𝑙)

𝑝𝑟𝑒𝑐𝑒𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
------(14)  
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Table 1: Training and testing accuracy, loss comparison table 

Epochs Training Loss Training Accuracy Val (Testing) Loss Testing Accuracy 

1 0.0047 0.9984 0.0632 0.9863 

2 0.0041 0.9986 0.0579 0.9855 

3 0.0020 0.9994 0.0550 0.9880 

4 0.0032 0.9990 0.0596 0.9870 

5 0.0025 0.9992 0.0697 0.9861 

6 0.0024 0.9992 0.0642 0.9863 

7 0.0031 0.9991 0.0612 0.9874 

8 0.0026 0.9991 0.0728 0.9866 

9 0.0027 0.9999 0.0717 0.9871 

10 0.0038 0.9988 0.0748 0.9870 

 
Figure 12: training and validation Accuracy Comparison 

 Figure 6 depicts the DL Model training and validation accuracy comparison. The X-axis represents 

Epochs. The Y-axis represents the proportion of accuracy. 

 

 
Figure 13: training and testing Loss Comparison 

 Figure 13 shows a comparison of training and testing loss. The suggested DL model's Training loss and 

Validation loss are compared between epochs and Loss. Eras are represented on the X-axis. Loss is shown on the 

Y-axis. 
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Figure 14: Performance metrics as accuracy, precision, recall, F-measure 

Figure 14 is a response to the comparison chart. The ML algorithm outperforms the SVM, GNB, and LR as bipolar 

disorder prediction models in terms of accuracy for existing ML algorithms. 

 
Figure 15: confusion matrix 

 
Figure 16: Stacking ensemble classification accuracy comparison chart 
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V. CONCLUSION 

Due to the lack of identified biomarkers, distinguishing between bipolar disorder (BD) and major 

depressive disorder (MDD) is a significant clinical difficulty; hence, a deeper knowledge of their aetiology and 

brain abnormalities is urgently required. We proposed BD-MDL approaches to detect bipolar disorder, while 

combining the DL and ML for higher accuracy when the dataset size is too heterogeneous. Hybrid techniques like 

preprocessing, and feature selection are used to develop the suggested model. CNN with LSTM and the IAO aided 

with the training. To classify the data, many ML algorithms were deployed. Stacking ensemble has a 97.2% 

accuracy rate when compared to the other algorithms. 
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In the present times, not only the physical health of human beings but also the mental health is being 
affected due to various problems that are increasing. The psychological illness refers to certain problems 
that arise due to the high stress that psychologically causes on humans. These problems can lead to 
problems such as misconceptions, misunderstandings, excessive anger and stress. And ignoring this can 
make the problem bigger. This paper gives survey data on the various methods proposed to deal with 
Psychological illness in the deep learning method. It constantly examines and classifies the best 
treatments for patients, mental health improvement methods, and selection methods and analyzes for 
stress relief. Furthermore the results of the deeper learning methods are also analyzed so the results of 
the better and improved methods are more likely to be further enhanced and its calculation rate adjusted. 
 

Keywords: Psychological Illness, Various Problems, Deep Learning Methods, Mental Health, Stress 
Relief 
 
INTRODUCTION 
  
Around 2% of the world population suffers from manic-depressive illness, and another 2% suffers from bipolar 
disorder in its sub threshold manifestations [1]. According to the World Health Organization, bipolar disorder is one 
of the top 10 leading causes of disability-adjusted life years among young adults [2]. According to Nordentoft [3], 
7.8% of men and 4.9% of women who have bipolar disorder end their lives by committing suicide. As a direct 
consequence of this, patient life expectancy decreases by nine years [4]. The diagnostic processes that are now in 
place for bipolar illness may not be completely successful, and there is typically a ten-year gap between the onset of 
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symptoms and the delivery of a formal diagnosis [5]. This model shows the different ways that bipolar disorder can 
be treated, diagnosed, and prevented. Through the use of evidence-based medicine, we have gained a better 
understanding of risk factors, prognosis and effective treatments associated with the disorder, where the statistical 
model provides results on an average scale [6]. Greenhalg et al. [7]. Have brought to our attention the fact that 
individuals in clinical trials might not necessarily reflect the patients’ profile. Because clinical heterogeneity plays an 
important role in bipolar disorder, this may be especially true in that area of research. As a result of these 
discoveries, psychiatric research is focusing more and more on techniques like deep learning, whose goal is to make 
care that is tailored to the needs of each patient [8]. The speed at which new datasets are being produced is referred 
to as big data, and the term big data is used to describe extremely large and complicated data sets. Big data is 
characterised by a wide range of levels at which data is generated, ranging from the molecular to the clinical to the 
socio-demographic to the administrative to the environmental and even social media data.  
 
This is one of the most essential properties of big data. Those in research [9]. In recent years, a great number of deep 
learning algorithms, which are also known as pattern recognition are developed for the purpose of analysing vast 
volumes of data. In a nutshell, the algorithm initially conducts an analysis of a dataset referred to as training in order 
to develop a function that is able to differentiate between individuals belonging to various categories. It is possible to 
determine how accurate the model is by applying it to a new dataset and contrasting the results with the original 
dataset. Alterations to the algorithm or a further reduction in the amount of data may be utilised in order to effect 
further improvements in this model [10]. Therefore, these algorithms are ideal for analysing complicated diseases 
and calculating the particular outcome probability on an individual basis [11].  This research looked at the results of 
patients with bipolar disorder who had previously been evaluated using these methods. The techniques employed in 
this research come from the field of deep learning. Research studies that looked at diagnoses were our key area of 
interest in our inquiry. It was also taken into consideration to include research evaluating treatment and prognosis, 
as well as the development of data-driven phenotypes. In view of the fact that these approaches are still in the 
process of being developed in the field of psychiatry, we have provided a concise explanation of the most significant 
ideas in deep learning as well as some of the limitations that come with it. In the end, one of our goals was to show 
how the implementation of these novel approaches can improve clinical decisions in the years to come. 
 
Research Problem  
Bipolar disorder, also known simply as BD, is a prevalent mental illness that causes people to go through dramatic 
shifts in their mood. The most prevalent causes of this condition are disruptions in thought, which can range from 
extreme enthusiasm and exhilaration to severe sadness [12]. According to the findings of an epidemiological study 
[13], it is getting increasingly more widespread. BD has been associated with an elevated chance of passing away at 
an earlier age [14]. People with bipolar disorder have a life expectancy that is 9 to 17 years lower than the average life 
expectancy of the general population. As a result, these patients struggle with a variety of issues throughout their 
lives. Numerous studies conducted in nations, whereby it demonstrates the mortality gap are widening continuously 
over the course of the most recent few decades [15]. There are certain deaths in Bangladesh that can be attributed to 
unforeseen circumstances. Nevertheless, the vast majority of deaths can be attributed to cardiovascular disease and 
diabetes. Patients diagnosed with BD have a much higher risk of committing suicide compared to the general 
population [16]. Patients diagnosed with BD experience a suicide attempt rate that is 10–20%age points higher than 
the general population [14]. The circumstances show that the narrator knows a lot about bipolar disorder. Primary 
exposure to mental disorders is an essential component in properly identifying BD issues and delivering suitable 
treatment for such issues. In contrast to other long-term conditions, which rely on statistical analysis and laboratory 
trials, BD is often diagnosed based on the patient own self-reporting in questionnaires meant to expose particular 
feelings[14]. Deep Learning (DL) shows promise for assisting psychiatrists in improving their clinical decisions and 
assessments [17]. These skills are also proving to be effective for broadening our understanding of the various issues 
pertaining to mental health. Over the past few years, the improved performance of AI techniques has been 
demonstrated by an increasing number of data-rich frameworks [18] [29]. In an earlier review, Diego et al. 
[20]investigated the use of DL algorithms in the process of BD diagnosis. The five primary application areas of DL in 
BD that were reviewed by the researchers were diagnosis, prognosis, treatment, and research. In contrast to that, the 
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purpose of this review is to investigate how DL can be applied to diagnose BD based on research that has been done 
in the past and published. To the best of our knowledge, no other study has investigated the role that differential 
diagnosis plays in the process of diagnosing BD and the various subtypes that the disease can take. We also look at 
the positives and negatives of the work that has been done so far, as well as potential research guidelines that can 
help bridge the gap between diagnostic laboratory procedures and individual patient diagnoses. People who have 
BD frequently have their depression misdiagnosed as bipolar disorder, which makes it challenging and time-
consuming to treat them for their disease. People diagnosed with bipolar disorder (BD) are more likely to seek 
treatment for their depression than those without BD [21]. According to the findings of China National Chinese 
Mental Health Survey [22], during the course of a period of one year, there was a rise in the certain age of people 
who recognised bipolar illness as a kind of depression. As a direct consequence of this, there is an immediate and 
pressing need to appropriately diagnose BD. In an effort to achieve superior clinical results, diagnostic laboratory 
(DL) services are becoming progressively more involved and intricate [23]-[25]. Accordingly, in light of the 
information presented, it is necessary to conduct a comprehensive analysis of all potential applications of DL for the 
diagnosis of BD. The aim of the study is to study different ways that DL algorithms can be used to improve the 
accuracy of BD diagnosis. 
 
Deep Learning Method Available for the detection of bipolar disorder 
In order to do deep learning, the necessary hardware must be able to perform matrix and vector multiplications. 
Because of advancements in hardware technology, such as graphics processing units, it is now possible to perform 
vector and matrix multiplications in parallel. Such implementation without GPUs would have to be carried out in 
serial on the CPUs, which simply would not have been conceivable (CPUs). Deep learning training may be made to 
run more quickly with the help of GPU parallelism, which also enables it to be applied to solving problems that 
occur in the real world. Even the most basic problems can now be tackled successfully by applications of deep 
learning. MLPs can be used to implement even the most basic of deep learning approaches. Some of the methods that 
are utilised in this thesis are Convolutional Neural Networks (CNN), Encoder Networks and Residual Neural 
Networks (ResNet). Detailed explanations of these methods are provided throughout the thesis. They were 
developed initially for use in computer vision, but their functionality has now been adapted such that they may also 
be used in time series applications [21]. In this study, the classification of BD is accomplished using the application of 
deep learning on bipolar datasets that is of time series or speech data or medical image data, where the deep learning 
framework is illustrated in Figure 1. 
 
Convolutional Neural Networks  
Deep learning was initially used to solve the problem of time series analysis in 2017 [26], and it did so by employing 
CNNs to solve computer vision problems. Despite having a lower total number of dimensions, one-dimensional 
convolutional neural networks are notoriously difficult to visualise. One example of the multiple channels that can 
be utilised as input for visualisation tasks is a camera frame RGB channels. Convolution is performed in parallel on 
each of the channels, and the results are then added to the next layer. The convolution is performed by means of the 
channels; nevertheless, in two-dimensional issues, the channels are temporal inputs that are sampled 
simultaneously. In 2016, a suggestion was made regarding the application of Fully Convolutional Neural Networks 
(FCNNs) for the classification of time series. This research provides a strong basis for deep learning time series 
categorization, as it acts as a foundation. In that particular investigation, the last layer of the network does not have 
any fully connected nodes. The global average pooling (GAP) layer is used to figure out the average value of the 
temporal dimensions instead of using layers that are all connected. The typical machine learning approaches by 
having the highest accuracy in predicting the diseased from the control group. After the framework has been 
developed, we will discuss the characteristics that the model discovered in order to gain an understanding of the 
biological markers of the disease. As a consequence of this, we carried out a post-analytical study in order to identify 
the most significant contributors to the development of this disease. We found that the order in which the facts were 
presented could result in complications. Exome sequencing community practises such as these, which are widely 
recognised and highlighted as a way of data preparation with drawbacks, are examples of the type of practises that 
fall into this category. 
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Residual Neural Networks (ResNet) 
In a wide variety of classification tasks, convolutional neural networks have been shown to perform well. The 
success of convolutional neural networks in generating very deep models by stacking extra layers has prompted 
researchers to investigate whether or not the learning ability of these networks may increase proportionally with the 
number of layers they contain. However, when the depth of the network is substantial, the accuracy begins to 
sharply decline, which is why it is important to use approaches such as normalised initialization. There are several 
different ways to solve the problem of vanishing and exploding gradients. Each of these solutions has their own 
advantages and disadvantages. After that critical juncture in the procedure, the accuracy of the training also begins 
to suffer, which means that over fitting cannot be to blame. Residual neural networks (RNNs), often known as 
ResNet, are employed as a solution to the challenge of constructing deeper networks. Residual blocks were 
introduced by ResNet; these are essentially shortcuts to the network. Identity mappings are what are used to make 
the connection between these blocks and the layers below them. These layers connect the layers that came before 
them to the layers that will come after them so that the shortcut can be used. Because adding the shortcut layers 
doesn't add any learnable parameters to the network, it doesn't make the network any more or less complicated [27]. 
As more convolutional layers are added to the input, the dimensions of the tensor get increasingly reduced. 
However, the shortcut connections are making an effort to incorporate these earlier layers into the convoluted 
outcome. In order to accomplish this, a linear projection matrix is multiplied by an identity mapping. This is done in 
order to increase the total number of accessible shortcuts. These shortcuts are introduced to various intermediate 
sections of the networks so that the networks can be made deeper. In their most extensive design, Wang et al. [28] 
classified time series using an 11-layered network with residual connections. Instead of the more common two-
dimensional filters, one-dimensional filters are used when working with convolutional neural networks. 
 
Encoder Network 
Encoder networks are the foundation on which neural network architectures, such as CNNs, are built [29]. 
Convolutional layers are utilised by both CNNs and encoder networks in order to accomplish the same goal: the 
extraction of temporal correlations along the time axis. For example, the outputs of fully convolutional networks are 
fed into layers that are responsible for normalisation. Following the completion of the normalisation process, the 
output is fed into the PRELU activation functions and dropout. In order to apply the findings, one-dimensional max-
pooling layers are utilised. The categorization of time series is primarily reliant on the synthesis of information from 
several dimensions for series that contain numerous variables. CNN uses a methodology known as Global Average 
Pooling in order to complete this summary using that methodology. Encoder networks use a different attention 
mechanism in place of the Global Average Pooling layer in the network second part. The encoder networks used by 
CNNs operate very differently with regard to this strategy. Following an instance normalisation layer as the final 
step of the neural network, the output that was generated is then passed on to fully connected layers in order to 
generate classification output. Using this strategy, transfer learning was first proposed as a way to classify time 
series. However, training the network from scratch has shown promising results as well [30]. 
 
 Lakshman, S., et al. [15] studied the diseased group from the control group with a level of accuracy that exceeds that 
of other conventional machine learning techniques. After the framework has been developed, we will discuss the 
characteristics that the model discovered in order to gain an understanding of the biological markers of the disease. 
As a consequence of this, we carried out a post-analytical study in order to identify the most significant contributors 
to the development of this disease. We found that the order in which the facts were presented could result in 
complications. Exome sequencing community practises such as these, which are widely recognised and highlighted 
as a way of data preparation with drawbacks, are examples of the type of practises that fall into this category. Deep 
learning has not been widely used in very many health-related applications, with the exception of voice processing. 
When it comes to tasks involving the recognition of healthy lifestyles, the corpora that are often accessible are 
typically very small. This is true both in terms of the overall amount of data and the number of people present. The 
Bipolar Disorder corpus for the 2018 Audio/Visual Emotion Challenge only used 218 audio samples total, coming 
from 46 different individuals. These kinds of circumstances call for the application of a multi-instance learning 
framework, such as the one that Ren, Z., et al. [16] presented. To get started, we cut the large audio recordings into 
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more manageable chunks by segmenting them into smaller pieces. The fact that chunks are labelled with the label of 
the relevant voice file, which may or may not accurately reflect the content of the chunk, is one of the most 
significant problems with this approach. Following that, in order to solve this problem, we train a multi-instance 
learning model that is based on deep learning (ensemble). According to the results, this method can improve the 
accuracy of feed forward, recurrent, and convolutional neural networks on mania classification tasks. When 
convolutional neural networks are used, the accuracy of these neural networks also gets better. 
 
Limitations and Future Work 
There are a number of interesting pieces of research that have been incorporated, but they are not yet beyond the 
proof-of-concept stage and are missing appropriate external validation. For the purpose of structural neuroimaging 
research, for instance, patients who have a history of psychiatric illness and the use of medication are frequently 
used. It can be challenging to ascertain whether or not anatomical alterations in the brain play a part in the 
progression of disease. Despite this, neuroimaging and deep learning have a wide range of applications in many 
different fields. In addition to determining who is at risk, it can be used on patients who are afflicted with chronic 
diseases in order to investigate cognitive impairments, the status of neuroprogression, and establish disease 
phenotypes. A significant majority of the deep learning approaches that have been discussed have not been 
validated by population research, which is yet another limitation of these approaches. Clinicians will be able to make 
decisions about treatment options, ways to prevent illness, and prognosis orientations with the help of very accurate 
predictive models. Deep learning allow for more efficient patient categorization than the categorization algorithms 
we currently use, allowing patients to be grouped together according to their shared traits. We would be able to 
better stratify our patients if we had a better staging system that would assist us in discovering groupings of patients 
who had outcomes that were similar to one another. To make sure that big data analytics and deep learning models 
can actually help patients, one of the most important challenges of the future will be to come up with ways for 
doctors to access these complex features and algorithms in a way that is not only possible but also useful. 
 
CONCLUSIONS 
 
In addition to assisting us in gaining a deeper understanding of the pathophysiology of mental diseases, the findings 
of this study indicated that neuroimaging investigations can assist in distinguishing bipolar disorder from healthy 
controls and other diagnoses. In the field of brain disorders, this method might be able to help reduce the number of 
incorrect diagnoses as well as diagnostic delays (BD).  Deep learning techniques evaluates individuals at risk i.e. 
youngsters who have a family history of bipolar disorder. These techniques take data and turn it into information on 
the likelihood of individual’s receiving a future diagnosis. Using deep learning to help design individualised 
interventions for high-risk patients can help prevent such individuals from progressing from prodromes to full-
blown illness. After a diagnosis has been established, it is anticipated that it will be possible to utilise deep learning 
to determine which treatment a patient is most likely to benefit from. It possible that knowing how your body will 
react to medication based on the treatment. Researchers discovered that outcomes such as hospitalisation, suicide, 
and relapses may be predicted reliably by using deep learning models. Further the research shows that integration 
with social media and mobile devices may also be a good way to figure out a patient mental state and alert a 
therapist before an episode starts. 
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Figure 1: Deep learning framework 
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